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the outside, and vesicles compartmentalize proteins into functional microregions, such as
the lysosome. Proteins and/or lipid molecules also aggregate and deform membranes to
Endocytosis carry out cellular functions. For example, some viral particles can induce the membrane
Exocytosis to invaginate and form an endocytic vesicle that pulls the virus into the cell. While the
Biphasic vesicles physics of membranes has been extensively studied since the pioneering work of Helfrich
in the 1970’s, simulating the dynamics of large scale deformations remains challenging,
especially for cases where the membrane composition is spatially heterogeneous. Here,
we develop a general computational framework to simulate the overdamped dynamics of
membranes and vesicles. We start by considering a membrane with an energy that is a
generalized functional of the shape invariants and also includes line discontinuities that
arise due to phase boundaries. Using this energy, we derive the internal restoring forces
and construct a level set-based algorithm that can stably simulate the large-scale dynamics
of these generalized membranes, including scenarios that lead to membrane fission. This
method is applied to solve for shapes of single-phase vesicles using a range of reduced
volumes, reduced area differences, and preferred curvatures. Our results match well the
experimentally measured shapes of corresponding vesicles. The method is then applied to
explore the dynamics of multiphase vesicles, predicting equilibrium shapes and conditions
that lead to fission near phase boundaries.
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1. Introduction

One of the most important structures in biology is the lipid bilayer, a thin membranous structure that can be used
to isolate cellular components into functional compartments like vesicles, endosomes, lysosomes, and the nucleus [1]. The
plasma membrane even encloses the cell itself, defining what is the cell from what is not [2]. These membranes are com-
posed of a variety of lipids and also surround and hold onto a range of different transmembrane and membrane-bound
proteins [3]. The membrane is effectively a two-dimensional liquid crystal that flows under shear, bends elastically, and is
mostly inextensible [4].
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Unilamellar liposomes (also know as vesicles) are important model systems for cell membranes. Vesicles have been used
to study membrane bending deformations [5], lipid phase separation and phase coexistence [6], protein interaction with
biomembranes [7] and other physical processes on a cellular or subcellular level. These studies not only help us to better
understand the biological membranes of living cells, but also provide insights into creating innovative drug delivery systems
for treating cancer and other human diseases [8].

Much of the previous work focuses on homogeneous bilayers, often with symmetric shapes. It remains challenging
to accurately simulate general lipid bilayer dynamics, which can include lateral inhomogeneity in lipid composition, pro-
tein interaction, and topological shape changes. One reason lies in the fact that bending forces for soft surfaces involve
up to fourth order derivatives of the surface position, which can be difficult to compute convergently [9]. In addition,
lipid bilayers can pinch off and fuse in important cellular events such as endocytosis, viral entry into and exit from cells,
and nerve signal transduction [10-13]. Topological changes during these processes present difficulties in numerical simula-
tion due to the presence of singularities. Moreover, membrane functions usually depend on the formation of local regions
called lipid rafts [14], which maintain spatially-distinct chemical compositions and physical properties. A general physi-
cal understanding and mathematical description of the mesoscale dynamics of membrane geometry, especially including
spatially-inhomogeneous regions, is still lacking.

In this paper, we address some of the theoretical and numerical problems mentioned above. In particular, we calculate
generalized bending forces for a membrane whose energy is defined by an arbitrary functional that includes locally variable
bending moduli and line forces that arise due to phase boundaries. These forces are derived using covariant differential ge-
ometry, so that the resulting forces are exact in the sharp interface limit and independent of the algorithmic framework that
they are implemented in. We then develop a level-set approach to solve for the vesicle shape dynamics and phase boundary
location. Partial differential equations governing those dynamics are presented, and a stable and relatively efficient numeri-
cal algorithm to handle these equations is developed. Numerical experiments are conducted and compared to experimental
observations. Even though there have been numerous studies in this area, our development is unique in several aspects.
First, the vesicle membrane is assumed to be nonuniform and the resulting bending forces can have nontrivial tangential
components. Second, a general Hamiltonian for phase boundary line energies is proposed, and the variation of this Hamil-
tonian with respect to position is calculated. Third, we adopt the highly accurate numerical scheme developed in [15] to
maintain second order accuracy of the bending forces in our simulations. Fourth, an adaptive semi-implicit scheme for the
dynamical equations is presented. We make no assumptions on symmetry of the system and our simulations are carried
out in fully three dimensional space.

This paper is organized as follows. We begin with an description of the dynamics and energetics of membranes. We then
provide a brief, introduction to differential geometry, which is then used to formulate the mathematical description of a
generalized Helfrich energy functional for vesicles with protein and lipid inhomogeneity. Variations of this energy lead to
the force per unit area for these types of vesicles. Next, we describe our numerical discretization of geometrical quantities,
which we use to develop a numerical scheme to handle the time-dependent PDEs for the overdamped dynamics of these
systems. Finally, numerical results are presented and compared with previous experimental measurements.

2. The overdamped dynamics of vesicles

Unilamellar vesicles are isolated, fluid-filled regions enclosed by a lipid bilayer. The bilayer, itself, is thin, with a thickness
of ~5 nm [16], while the vesicle is typically substantially larger, being up to several microns in diameter [17]. Because
the bilayer thickness is negligibly small compared to its extent, the bilayer can be treated as a two-dimensional surface
embedded in the three-dimensional environment. Local motion of the bilayer membrane is impeded by the surrounding
fluid. Since vesicles are at most microns in size with velocities on the order of microns per second, the Reynold’s number,
which is the ratio of fluid inertia to viscous forces, is on order of 10~3 or smaller. Therefore, the system is at low Reynold’s
number where viscous forces dominate and inertia is negligible [18]. The sum of the forces that act on any given point of
the membrane is then approximately zero.

In this paper, we assume that there are two sources for the forces that act on the membrane, resistive forces from the
fluid, f,, and forces arising from the configuration of the molecules that comprise the membrane, denoted as f, that can
be described by an energy functional (or Hamiltonian), 4. At low Reynold’s number,

f+f=0. (1)

In general, the resistive force that acts on the membrane at position x is a non-local linear function of the fluid velocity
field, v [18,19]:

frx= /// Kx, x)vx)d>x’ . (2)

The kernel, K (x, X), depends on the specific shape of the membrane and the velocity field and can be determined by solving
Stokes’ equations. One method for computing the forces is through a Green’s function approach, such as the Boundary
Integral Method (BIM) [19]. However, for simplicity, we assume that the kernel is sharply peaked when x — x’ ~ 0, which
leads to a local resistive force, f, ~ —¢v, where ¢ is a drag coefficient. Consequently,
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defines the dynamics of the membrane. Note that only velocities that are perpendicular to the membrane affect the shape
of the membrane, while velocities that are tangential to the membrane describe the flow of molecules along the surface. In
principle, we expect that the drag coefficient ¢ is not a single scalar, but rather that the motion normal to the surface has
a different drag coefficient than motions tangential to the surface.

Given an energy functional, the force is determined from the change in the energy when the position of the membrane
is varied. If the vector R describes the position of a material point on the membrane, then the energy H — H + §H when
the position is varied from R — R + §R, and the force is given by

dH
f=—Sg v, 4)

where we have used Eq. (3) to relate the resistive force to the functional derivative of the energy.
3. Generalized membrane Hamiltonians and the differential geometry of surfaces
3.1. Hamiltonians for soft, fluidic, elastic surfaces

As written, Eq. (4) is a general statement of overdamped dynamics for the membrane. In order to solve for a specific case,
the Hamiltonian needs to be defined. This Hamiltonian serves the same role as a constitutive law in elasticity theory [20]. In
the 1970s, Helfrich proposed an elegant geometric model for lipid bilayers and successfully explained the biconcave shape
of red blood cells [21]. His primary assumption was that the elastic energy density of a lipid bilayer is proportional to the
square of the mean curvature of the membrane surface. This assumption is somewhat surprising, since at length scales on
order of the size of lipid molecules, we expect that lipid fluidity, lipid stretching, lipid tilt and bilayer coupling all contribute
to this energy. However, due to symmetry requirements, on scales large compared to the size of the lipid molecules, the
forms of the Hamiltonian are limited and should only depend on geometric surface scalars, which for a surface are the
mean and Gaussian curvatures, Ky; and K, respectively. A natural expansion for this energy, as proposed in [22], is then

H= /dA [cO+cVky+c®VKE + DK + VK,

+ CODKyK 4+ CHVKY 4+ CHDKZ K + D K2
FCAD (VoK) (V¥ K + O(length_s)] . (5)

Usually only terms up to O(length™?) are adopted, although some research suggests that higher order terms may play a
role in stability [23]. For inhomogenous bilayers, the phenomenological coefficients will vary spatially, depending on local
concentrations of proteins and the specific lipid species present.

For lipid bilayers with open edges and/or phase coexistence, sharp discontinuities in material parameters can exist,
leading to line energies that cannot be neglected. Based on similar symmetry arguments, a natural expansion for a general
line energy depends on geometric invariants of the line, e.g., the geodesic curvature kg, the normal curvature ky, and the
geodesic torsion 7g. The line energy can then be written as

H= /dl{c(o) +cWkg +cPhkn + Py + DB + Pk +cOk2+---}, (6)

where B, is the normal component of the curvature tensor (See Sec. 3.2). Line integrals, such as this, can be used to
describe a variety of different interactions. For instance, the energy contribution due to open edges of nanodiscoids stabilized
by edge-reactant salts can be written as H = fap di{t 4+ c1(kg — ko) + czkﬁ} [24]. For membranes with phase boundaries,
differences in Gaussian bending moduli lead to terms like H = fdlc“)kg [25]. The specific form of Egs. (5), (6) depends on
the problem of interest.

In addition to these terms, a closed vesicle is also subject to a number of constraints. For example, the volume enclosed
by the membrane, Vp, only changes if fluid can flow across the membrane. In addition, lipids do not readily flip from
one leaflet of the bilayer to the other [26]. Therefore, to a good extent, each leaflet of the membrane is incompressible,
which implies that the average surface area of the bilayer, A, and the difference in area between the leaflets, AA, are
also fixed. These constraints can be imposed by adding them to the Hamiltonian using Lagrange multipliers. We follow the
area-difference elasticity model [27], and add to our unconstrained Hamiltonian described above, which we denote as Hy,
integrals to enforce these three constraints:

H:Ho+o~(/dA—Ap>—P(/':—NdA—vp)

+oaa (h/KMdA—AAp> , (7)
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where the first and second integrals constrain the total area and total volume of the vesicle, respectively, and the last term
constrains the area difference between the two layers. The Lagrange multipliers are o, P, and oaa, and h is the thickness
of the bilayer. In Eq. (7) and all subsequent integrals, except where otherwise noted, the domain of integration consists of
the entire surface area of the bilayer membrane.

When the vesicle deforms due to a velocity field v, the time rate change of the total volume V = % J R-NdA, total area
A= fdA and the area difference AA = thMdA are

c('j—‘t/ =/v-NdA, (8)
c(lj_/;\ =/(—KM)(V~N)C1A, (9)
d(ﬁtA) =h/(—21<)(v~N)dA. (10)

Because Eqgs. (8)-(10) relate the change in volume, area, and area difference to an integral of a function of the normal
component of the velocity, these equations can be used as a system of linear equations for defining the Lagrange multiplers:
o, P,oaa. By specifying the time rate of change for V, A, and/or AA, it is straightforward to solve for the Lagrange
multipliers that preserve volume, area, and/or the area difference. These same equations can also be used to evolve those
parameters in a prescribed manner [28]. It is often convenient to work in terms of a dimensionless volume and area
difference defined by

Vv AA A

=, Ad=——— Ry=,/-—, 11
4R 8whRy " Van (D

V=

where v is the reduced volume, Aa the reduced area difference, and 8mwhR; is the area difference of a spherical bilayer of
radius R and thickness h.

3.2. Covariant description of surfaces and embedded lines

To find the internal restoring force for the membrane, we need to determine how the generalized Hamiltonian varies
when the positions of material points on the membrane are varied. To do this calculation, we begin by computing the
geometric invariants in terms of the position. These relationships are used to compute how the invariants change with
variations in the membrane shape. The variation of the energy is then straightforward to determine. In this section we
describe briefly the differential geometry of surfaces in a covariant manner, and use this description to define the shape
invariants for surfaces and embedded lines.

The location of points on an effectively two-dimensional membrane can be described by a vector R that is parameterized
by two local surface coordinates, S, « € {1, 2}. Because the membrane resides in three-dimensional space, the surface can
also be parameterized using the subset of the 3D ambient space coordinates Zi(S1, $2), where i € {1, 2, 3} [29]. Note that
Z! can be arbitrary curvilinear coordinates. The position of a point Z in the ambient space is denoted by R(Z), which
is an invariant physical quantity. The coordinate vectors of the ambient space are Z; = 9R/3Z'. We may also write the
surface as R(S) = R(Z(S)), where we have ignored the indices for Z and S to simplify notation. By convention, superscripts
are contravariant and subscripts are covariant. Latin letters i, j, k denote indices for the ambient space, while Greek letters
o, B,y denote indices for the surface. Einstein summation convention is assumed in this paper.

All of the geometrical information for the surface is encoded in the mapping R(S). The surface coordinate vectors that
define the local tangent plane are

1
Sm IR _IZIR g

aS%  9S% 97t
where fo are called shift tensors, since they shift the coordinate vectors in ambient space to the tangent space of the surface.
The metric tensor is Sap = S - Sp, which has determinant S = e*fe#V Sy, Sp, /2!, where e®# is the permutation symbol. The
unit normal of the surface is N =51 x §,/|S1 x S2|. In Fig. 1, {S1, S, N} forms a right handed coordinate for the surface.
The curvature of the surface is described by how the tangent vectors change as one moves along the surface. We can then
define the curvature tensor as

Bap=N-VySp=—Sp-Vo4N=N-3R, (12)

where V, are covariant derivatives. The only two scalar invariants of the curvature tensor are its trace, tr(B) = Ky (the
mean curvature), and the determinant, det(B) = K (the Gaussian curvature), which can also be written as

4
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R(S!, %)

Fig. 1. A two dimensional surface patch P is defined by the vector R(Z(S)), which describes the location of points on the membrane surface in the three
dimensional ambient space. At any point on the membrane surface, a right-handed coordinate system can be defined {S{,S;, N}, where N is the normal
to the surface, and S; and S; lie along the tangents to the surface that follow the two local membrane coordinate directions, S' and $2, respectively.
Curves that live on the surface, such as the domain boundary 9P, are parameterized by a single arclength coordinate and have their own orthonormal
triad {t, n, N}, where t is the tangent to the curve, and n is normal to the curve in the plane of the membrane.

Ky =tr(B) = BY = S*# By , (13)

1 apop 1
K = det(B) = ia,wsa By = 5e;“‘/f’e““lstﬁv , (14)

where S*# is the inverse of Sy, (Sfjﬁ is the Kronecker delta and %/ is the Levi-Civita tensor defined as &4 = v/Seqp, €% =
e®f //S. In this convention, the mean curvature of the unit sphere is —2.

The boundary of an open patch of surface P, denoted by 9P, is an embedded curve on the surface. Mathematically, this
curve can be represented as a mapping from R to R3 through composition of S(U): U® — S% and Z(S) : S* — Z!, where
U?® is the contravariant curve coordinate, and ® = 1. We use capital Greek letters &, ¥ to denote curve indices. The curve
can also be written as R(U) = R(Z(S(U))). Similarly, we may define the curve coordinate vector as Uo = dR/dU®. The
corresponding metric tensor is Upy = U - Uy. The determinant of Ugpy is U = e®e¥Ugy where e® is the one-dimensional
permutation symbol and is always equal to one. The Levi-Civita tensor in this one-dimensional curve is gp = /Ueo, £® =
e®/+/U. The unit tangent of the curve is

t=c%Up=c®VoR=V(R, (15)

where Vg is the covariant derivative and Vs = ¢®Vg is an invariant derivative. The coordinate vector can also be written
as Uy = egt. Since the curve tangent t lives in the tangential space of the surface, we can decompose t as t =t*S,. The
unit normal n of the curve within the surface is n =n%$§, = 8"‘ﬁtﬂsa. Along dP, {t, N,n} forms an orthonormal coordinate
system known as the Darboux frame, which can be decomposed in the Z coordinates as t =t'Z;, N = N'Z;,n=n'Z; and
conversely, Z; =tjt + N;N + n;n. Rates of change of the Darboux frame as one moves along the curve define the curvature
of the curve. In fact,

Vst =kgn + knN , (16)
Vsn = —kgt + 1N, (17)
VsN = —kpt — tgn, (18)
VIN=—1st—B.n, (19)

where V| =n -V is the direction derivative along the n direction, and we have defined the geodesic curvature kg = ny Vst®,
the normal curvature k, = t"‘tﬁBaﬁ, the geodesic torsion Ty = n"‘tﬁBaﬁ, and B, = n"‘nﬁBaﬁ. In this convention, smaller

. . . . . kn T
circles of radius r <1 on a unit sphere have geodesic curvature kg = —+/1 —r2/r. Obviously, (T" Bg ) represents the
g 1

curvature tensor Byg in the Darboux frame. Since curvature scalars are invariant along the curve, we have

Kvy=ky+B,,

1<=1<nBl—r§.
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3.3. Forces arising from variations in a generalized Helfrich Hamiltonian

The variation of the Helfrich bending energy was first carried out by Ou-Yang [30], and the process was made more
elegant using covariant notation by Capovilla and Guven [31]. In these works and others, the vesicles are usually assumed
to be homogeneous with constant phenomenological coefficients. Thus, the resulting bending forces from a generalized
Helfrich-type Hamiltonian, i.e., Eq. (5), is still lacking. In order to handle this broader class of problems, we assume that
all the phenomenological coefficients in Eq. (5) vary locally on the surface and derive a fully general description of the
membrane bending force.

Since the general energy functional is an integral over the surface area of terms involving the mean and Gaussian
curvatures, precomputing these variations simplifies the computation of the variation of the energy. We denote the variation
of the position by R(S) — R(S) + §R(S), and decompose SR into its tangential and normal components, SR = W (S) =
WN + W9S,. We then use this expression to compute the variation of the tangent and normal vectors:

3Sq =38(VyR)
= V4 (R)
= (VoW + WFBup)N + (Vo WP — WBE)S, . (20)
SN=6N-(54®S*+NQ®N)
=—(N-554)8%
= —(VaW + WPFBgyp)S* . (21)
From these, it is straightforward to compute the variations of the surface area differential dA,
5(dA) =4 (ﬁds1d52) — (VgW® — WKy)dA (22)
and the variations of the mean and Gaussian curvatures,
8Ky =W (K3 —2K)+ AW + W'V, Ky , (23)
8K=KI<MW+KMAW—B“ﬁVaV5W+W“VaK, (24)

where A = V¥V, is the Laplace Beltrami operator. Variations of the metric tensors, metric determinant, and curvature
tensor are given in Appendix A.

We are now ready to compute the variation of the energy. For an energy functional of the general form fp fdA, the
variation is given by

8(dA)
5[ fdA= <8f+f—)dA
[ron= (1%

P

= /{af + f(VaW® — WKp)}dA

P
- / (Of — VafW® — FKyW)dA + / Vo (FW)dA (25)
P P
:/((Sf—quW“ —fKMW)dA—i—/na,fW“dl
P aP
5f
:/5R-(E—V”f—meN)dA+/5R-(fn)dl,
P aP

where in the last step we used Stokes’ law to convert a surface integral into a line integral and V| = S“Vj, is the gradient
operator on the surface. Thus, the force per area that arises from the energy density f is

8
f=—2 vt s, (26)
and the force per length at the boundary of the surface patch is

8lap=—fn. (27)
When f does not depend on the geometry of the surface, § f =0, and Eq. (26) reduces to

6



T. Zhang and C.W. Wolgemuth Journal of Computational Physics 450 (2022) 110815

fF=Vyf+fKuN. (28)

With Eq. (26) and Egs. (20)-(24), it is straightforward to compute variations of the Hamiltonian (Eq. (5)) and the corre-
sponding elastic forces.

In Appendix B, we use Eq. (28) to compute the forces for a set of representative energy terms that define all possible
variations of the curvature Hamiltonian Eq. (5). One thing to note is that we use §« = 0 in these calculations, which assumes
that ¥ depends only on the surface coordinates (S!, S2). This assumption treats « as a material property of the membrane
that doesn’t change when the 3D position of the surface is varied. Thus, « is a field that simply moves along with the
surface, behaving like a color field. We shall show that when « depends on concentrations of lipids and/or proteins, §« is
no longer zero, which will lead to extra forces that are important in describing the protein/lipid membrane interaction.

Now we turn to the variation of the line energy Eq. (6). The variation of the first two terms of Eq. (6) have been
obtained previously by Capovilla [32] and then by Tu [33] via the method of differential forms. In this section, we calculate
the variation of all possible terms in Egs. (5)-(6) in a covariant form.

The variation of the position of the curve is just R restricted to the curve, which can be written as SR =W U) =WN +
WS, = WiZ;, where W! are components of W in the Z; direction. Since W (U) is restricted to the curve, V, W = 0. The
variation of the tangent vector is

SUp =6(VoR) =VoW = VW , (29)
and, therefore, the variation of the unit tangent is
St=8%Up)=(1—-t®t)-V;sW=n®n+NQN) - V;W ,

where we used the decomposition of the identity operator 1 in the Darboux frame: 1 =t ®t+n®n+ N ® N. The variations
of the metrics for the curve are given in Appendix A. Note also that the variations of the surface geometric terms along the
curve, such as those for Sy, N, Ky, are still given by Egs. (20)-(24) with the restriction that V; W =0.

The variation of the length differential dl is

5(d) =5 (VUAU') = (& Vsw)dl, (30)
and for the curve normal n is
n=—m-6t)t —(m-SN)N=—(n-V;W)t + n"‘WﬂBalgN . (31)
To compute the variation of kg, k, and 74, we first compute 8(Vst) and §(V;sN), which are straightforward to calculate:
3(Vst) = 8(¢®Vot)
= 8% Vot +£®Vo (81)
= —(t - VsW) Vst + Vs (5t)
=V2W — (Vst - VsW)E — (- VEW)E — 2(t - VsW) Vit (32)
8(VsN) =5(e®VoN)
=8e®VoN +£®Vy(SN)
=—(t-VsW)VsN + Vs(5N)
= —(t- VsW)VsN — Vs(ty VsW + WP By ) S*
—(knVsW + WPtY Byg BN . (33)
The variations of the geodesic curvature kg, the normal curvature k;, and the geodesic torsion are then
Skg =8(n - Vst)
=n-5(Vst) 4+ 6n- Vst
=n-V2W — 2kg(t - VsW) +kan*WPBgp , (34)
8kn = 8(N - Vit)
=N-5(Vst)+ 6N - Vit
=N-V2W — 2kn(t - VsW) — kgn®WPBgpg (35)
8Tg =—8(n- VsN)
=—6n-VsN —n-5(VsN)
=—(kn+rg)(t-VSW)—i—n“Vs(taVsW—i—WﬁBaﬁ). (36)

7
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With these definitions, we can compute the variation of %7) fdi,

s(dl)
s fdl= (8f+f—>dl
azf % a

oP

= 95(5f+ft"VsWi)dl
aP

_ 515 (6f - W-Vy(fo)dl. (37)
P

The force per length along the curve is then

)
glip =X £ V(D). (38)

In Appendix B, we use Egs. (29)-(38) to compute the forces for the set of representative line energy terms that define all
possible variations of the curvature Hamiltonian Eq. (6), thereby determining all possible forces that arise from a Hamilto-
nian consisting of line curvature scalars. While we will not explore the numerical impacts of all terms in the Hamiltonian
(Egs. (5) and (6)), these calculations enable the development of membrane models that go substantially beyond the canon-
ical curvature squared model of Helfrich theory. In addition, they are decoupled from the numerical schemes presented in
the next section and can be used in any applications that adopt a more general description of elastic bilayers.

4. Algorithms for vesicle dynamics driven by a general Hamiltonian

As shown in the previous section, a generalized Helfrich-type Hamiltonian # leads to two types of forces, spatially
distributed forces per unit area and localized forces per unit length that act at membrane and phase boundaries. When
constructing an algorithm to solve Eq. (4), we must be able to account for the three-dimensional motion of the two-
dimensional membrane surface itself, while also tracking the movement of one dimensional boundaries that reside on the
membrane surface. In addition, because we are interested in applying this method to biological situations that can involve
membrane fission and fusion events, such as occur during endocytosis and exocytosis, we also need a method that can
handle topological changes to the membrane.

Numerically, two dimensional surfaces can be represented explicitly as point clouds and triangular/quadrilateral surface
patches or implicitly as the level set of a higher dimensional scalar function. The quality of an explicit surface represen-
tation usually depends heavily on the quality of the triangular/quadrilateral surface elements. Complicated meshing and
remeshing methods [34] are then required to maintain accuracy of the numerical scheme when the surface undergoes large
deformation. Recently, a survey of different methods to discretize bending forces showed that most algorithms based on a
surface triangulation are not convergent in the computation of the Laplacian of the mean curvature, AKy; [9]. Since mem-
brane bending forces involve this term and other terms involving second derivatives of the membrane curvatures, we are
not aware of current methods from which to construct a convergent algorithm that uses an explicit surface representation.

When the surface is represented implicitly, as is the case with the level set method [35] and the phase field method [36],
a scalar field (the level set function or the phase order parameter) on an Eulerian gird is used to track the position of the
surface. With this implicit representation, geometrical quantities such as the curvature can be easily computed. Moreover,
topological changes can be captured more elegantly, without sophisticated surgeries of an explicit surface mesh.

For these reasons, our numerical framework adopts the level set method introduced by Osher and Sethian [37], specif-
ically utilizing the implementation described in [35]. The phase field method is also commonly used in the simulation of
elastic surfaces [36,38]. However, there is one important limitation on this diffuse interface approach. In the phase field
method, the interface is represented as a thin layer of thickness € over which the order field ¢ changes most rapidly and

2
the Helfrich energy density K ,2\,, is approximated by % ‘Aqﬁ - 61—2(4)2 - 1)¢‘ [36]. While this approximation converges to give

the correct forces for the standard Helfrich energy [21], it is not known whether it will also converge appropriately for more
generalized Hamiltonians (e.g., ones that include spatially variable parameters and sharp discontinuities). It is then unclear
whether the phase field method will always provide an algorithm that converges to the correct forces, and therefore give
the correct dynamics. However, we have shown that the Level Set Method can provide a convergent means for comput-
ing the geometric quantities that define the forces in these generalized Hamiltonians [15]. Also, although gradient descent,
commonly used with the phase field method for both static [36] and dynamical simulations [38], can surely lead to a local
energy minimum, the dynamics may not obey the correct physical forces. These limitations are avoided with the level set
approach because physical forces driving evolution of the system are directly discretized on the sharp interface and new
interactions can be readily accounted for.

In the level set method, the two-dimensional membrane shape is given by the zero level set of a signed distance function,
¢, with the dynamics of this function given by



T. Zhang and C.W. Wolgemuth Journal of Computational Physics 450 (2022) 110815

%-FV-Vd):O. (39)

at
This equation forms the backbone for our algorithm. Given a Hamiltonian and the current configuration of the membrane,
the local velocity v can be determined from Eq. (4). However, the force f contains terms involving second derivatives of the
curvature of the membrane, which are the same as fourth derivatives of ¢. These high order derivatives in the definition of
the velocity cause Eq. (39) to be very stiff, which then requires an exceedingly small time step when explicit methods are
used. Therefore, we adopt the semi-implicit level set method from [39] to evolve Eq (39). With this semi-implicit approach,
Eq. (39) is discretized in time as

¢n+] — ¢n 2 4\n 2 ,\n+1 n

Tza{(A ¢ — (A%} = (v-Vo)", (40)

which can be rewritten as

P =" — At(1 + aALtA?) T (v- V)", (41)

where « is a positive constant (taken to be 0.5 in our simulations) and AZ? is the bilaplacian. Using periodic boundary
conditions set sufficiently far from the interface, an approximate inversion of (1 + o AtA2)~! can be computed efficiently
with Fast Fourier Transform (FFT) methods. If necessary, a more accurate solution of Eq. (41) can be obtained using the FFT
operator as a preconditioner in the GMRES (generalized minimal residual) method. While the GMRES solver gives slightly
better stability and accuracy, solely using the FFT method is much more efficient computationally. Therefore, we use the FFT
solver in the simulations presented here.

4.1. Algorithm for single phase vesicles

We begin by describing our algorithm for vesicles that do not have sharp discontinuities in the material parameters, such
as occur at phase boundaries. For these cases, the forces derived from Eq. (4) are smoothly varying functions of position,
and line tension-type forces are not present. In this case, we can describe the vesicle with a single signed distance map ¢
and evolve it using Eq. (41).

The algorithm to evolve the membrane shape is then as follows:

1. Initialize the level set function ¢ on a three dimensional cartesian grid. Usually ¢ is initialized to be an oblate or prolate
ellipsoid with a prescribed reduced volume and then reinitialized to be a signed distance map. The ellipsoid is usually
taken to be cylindrically symmetric, the reduced volume of which is then a function of the ratio between the lengths
of the two distinct semi-axes.

2. Repeat the following until either a maximum time or maximum number of iterations is reached:

i. Calculate Kj; and K using the discretizations given in Sec. 4.3 at all grid points and extend their values away from
the interface using the sixth order accurate extension scheme described in [15].

ii. Calculate the Laplacian of the mean curvature in the tangent plane A Ky (See Sec. 4.3) at all grid points and
extend its value away from the interface. Note that because we extend Kj away from the surface such that the
normal component of its gradient is zero, the standard 3D Cartesian Laplacian can be used in place of A when
computing A K.

iii. Using the geometric terms from step ii, calculate the force f without the Lagrange multipliers o, P, and oa4, and
calculate an intermediate value of the velocity v/ = f/¢.

iv. Find the maximum value of |v’|, Vnax, near the interface and use vmaxAt = NcpLAs to determine time step At,
where Ncpp is the CFL number for the current step and As is the grid spacing in each dimension. The CFL number
is taken to be 0.1 for the sake of stability and accuracy although larger values can also be used.

v. Solve for the Lagrange multipliers by specifying dV /dt, dA/dt, and d(AA)/dt using Egs. (8), (9), and (10).

vi. Calculate the complete force f that includes the Lagrange multiplier terms, and use it to define v from Eq. (4).
Extend the velocity away from the interface using the methods described in [15], which will maintain ¢ as a signed
distance map [40].

vii. Update ¢ with Eq. (41).

viii. Reinitialize ¢ to be a signed distance function, if necessary. In order to maintain ¢ as a distance map, which helps
maintain the accuracy and stability of the Level Set Method, we reinitialize ¢ every 10 iterations.

In order to maintain second-order accuracy of the bending forces, which scale like fourth derivatives of ¢, the extension
of quantities away from the interface and reinitialization of ¢ that occur in steps i, ii, vi and viii are handled with the
sixth-order accurate method described in [15].

4.2. Algorithm for multiphase vesicles

In multiphase vesicles, phase boundaries exist in the membrane and evolve in time. The dynamics of these boundary
curves need to be computed simultaneously with the motion of the membrane. Because we are using the level set method,

9
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Fig. 2. An oblate vesicle is defined as the zero contour of the signed distance function ¢ (green). The zero contour of a second distance function ¥ (copper)
intersects the membrane along a closed curve (black line). (For interpretation of the colors in the figure(s), the reader is referred to the web version of this
article.)

these situations are straightforward to handle. If the membrane is defined as the level set ¢(x) =0, a closed curve on the
membrane can be given by the intersection of the zero contour of ¢ with the zero level set of a second signed distance
function v, as shown in Fig. 2.

In [41], it was shown that to obtain a convergent scheme for calculating the length of phase boundaries, ¢ and ¥ should
be signed distance functions with their zero level sets orthogonal to each other. In our numerical experiments, we found
that defining v as a signed geodesic distance function gives better stability. Because v is a level set function, its dynamics
are also defined by Eq. (39) and can be time-stepped using Eq. (41). The velocity function that evolves i needs to satisfy
two conditions. First, it has to accurately model the phase boundary motion in the plane of the membrane, and it also needs
to maintain itself as a geodesic signed distance function. Therefore,

oY 0 Hreg

— + Vpol| VY| =— ,

at bo| 1/f| a\/’
where vy, is the dynamic velocity that describes the phase boundary motion in the plane of the membrane (details for
how this is derived from the Hamiltonian are given in Sec. 5.2.1). The right hand side of this equation includes an additional
energy term, Heg, that helps maintain ¢ as a signed distance function with contours that are perpendicular to the surface,
with

(42)

D
Hreg (W, Vi) = / SN Vav / (VY DAV . (43)

The first integral in Eq. (43) spreads v diffusively in the normal direction of the surface, N, with a diffusion coefficient
Dy. This term has been used previously in phase-field methods [42] to keep the zero level sets of the two distance maps
orthogonal. The second integral in Eq. (43) is adopted from the distance regularized level set method developed by Li
[43,44], where p(]V+]) has a minimum value of zero at |Vyr| = 1. Minimization of [ p(|Vy|)dV will help keep |V close
to 1. This functional plays a similar role to the Lyapunov functional giving rise to the Cahn-Hilliard equation for phase
separation. We set p(|Vy¢|) to be a quadratic function following [43]

Dy ,
PV =— A =1VyD~

More choices of p(|Vy|) are discussed in [44]. In practice, we only use the regularizing Hamiltonian in Eq. (43) when
a narrow neck is detected in the phase boundaries. Otherwise, we use the geodesic reinitialiazation procedure described
in [15] in place of defining this Hamiltonian. In the simulations described later, we use Dy = D, =1, as these values were
determined to provide enough smoothing without noticeably altering the dynamics.

For multiphasic vesicles, the area of each phase must be constrained. When there are two phases, we can denote the
surface area of one phase as A" and that for the other phase as A~. In this case, there is an associated Lagrange multiplier
for each of these constraints, o™ and o ~, respectively.

With multiphase vesicles, we have also found it is sometimes necessary to explicitly enforce local incompressibility of
the membrane. We handle this using a soft constraint by defining a scalar field ¢ on the membrane that measures local
compression or stretching. The dynamics of ¢ are given by a continuity equation that drives the motion of ¢ along the
surface of the membrane:

ac
at
where v is the velocity field of the vesicle, and V) is the gradient along the two-dimensional surface of the membrane. Since
the membrane is presumed to be locally incompressible, the motion of the membrane should preserve the local value of c.

+ V- (cv) =0, (44)

10
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Deviations of ¢ from its initial value, then, signify stretching or compression. We set an initial value of c =1 everywhere,
and add a term to the Hamiltonian that applies forces to the membrane that drive ¢ — 1:

_ ot 2 1)?
Hc_/dAE[(l—c) +<1—E)}. (45)

The variable c is effectively the determinant of the metric tensor and is inversely related to the mass density of the surface.
The first term in the integral gives a linear elastic response for changes in area, while the second term penalizes changes in
the density. A large elastic moduli i in Eq. (45) keeps the vesicle effectively incompressible by penalizing deviations of ¢
from 1. This idea of defining a local field measuring local stretching is adopted from [45].

For multiphase vesicles, we then have three functions to evolve through time: ¢, ¥, and c. The dynamics of all three
of these function are handled with the same semi-implicit scheme as is for Eq. (39). For the lipid density field c, we use
diffusion operator A to smooth its dynamics. For ¢, we still use the BiLaplacian operator. Thus, ¢, ¢ and i are updated by

o = §" — AL+ ALY (v V)T, (46)
M =" — At(1 — a AtA)THY) - (em))", (47
Y =y — At(1 4+ aAtA?) 7! {vb0|w| + S?Jg } , (48)

where we use periodic boundary conditions set sufficiently far from the interface to guarantee that there are at least 4
grid nodes between the surface and domain boundaries, so that our sixth-order accurate methods for renormalization and
extension remain appropriately accurate [15]. The inverse operators are computed using FFT methods.

The algorithm for biphasic vesicle dynamics is then as follows:

1. Initialize the level set functions ¢, ¢ on a three dimensional grid, and then iterate i such that contours are geodesics
on the surface ¢ =0 using the numerical method from [15]. The field c is set to be one everywhere, and Dy and D,
are both set to zero.

2. Repeat the following until either the maximum time or maximum number of iterations is reached:

i. Calculate the geometry fields using the discretizations from Sec. 4.3.

ii. Calculate the surface and line force densities f and g|;» without terms from the Lagrange multipliers o+, P.

iii. Find the maximum value of |v| near the interface, vmax, and use vpaxAt = Ncpp As to determine the time step size
At. We take the CFL number Ncp. = 1 for multiphase vesicle simulations.

iv. Solve for the Lagrange multipliers o, P by specifying dV /dt, dA/dt, and dA~/dt using Egs. (8), (9).

v. Calculate the complete f and g|yp. Then find v and vp,.

vi. Calculate (¢™*1, ™1, 4™ +1) according to Eqgs. (46), (47), (48)

vii. Reinitialize ¢ if necessary.

viii. Calculate the maximum of (As,/(kn)2 + (kg)z). If this number is larger than 30, stop regularizing ¥ using the
geodesic algorithm given in [15], and instead set Dy =1, D, = 1 thereafter and use the regularization Hamiltonian

given in Eq. (43). (This specific criterion for the maximum value was found by trial and error with numerical
experiments.)

4.3. Discretization of surface geometry in the level set framework

To complete the description of our algorithm, we must define how we compute surface geometric quantities numerically.
Given a two dimensional surface P represented implicitly as the zero level set of ¢(Z), the normal vectors N of the surface
are chosen to point into the region where ¢ is positive. The tangential vectors S, are chosen such that N - (S x §3) >0,
i.e, {N,S1, S} is a right handed coordinate.

We work in Cartesian coordinates and compute first and second derivatives using the standard central difference dis-
cretizations on a 3 x 3 x 3 stencil, e.g.

Vo - (Giorik—diri) e Gijrrk—Sijorn)g Gk —dikn) (49)
2AX 2Ay 2Az
5 (4)1-_,_1,]-;( — 2¢jjk + ¢i_1,j,k) (¢i,j+1,k — 2¢ijk + ¢i,j—1»k)
Vep = +
Ax? Ay?
n (ijkr1 — 2¢ij2k + Pijk—1) . (50)
Az

The normal vectors and mean and Gaussian curvatures are then discretized as

11
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\Y
= Ye (51)
Vol
V2 Vo -H(p) -V
Ky = L0 VO H@) V9 (52)
Vol Vol
Vo -K(p) -V
K= 745 (¢l ¢ , (53)
Vol
where the Hessian and curvature matrices are
Pxx d’xy Oxz
H(¢) = ¢yx ¢yy ¢yz s (54)
Pzx ¢zy ¢z2
¢yy¢zz - ¢zy¢yz ¢zx¢yz - ¢yx¢zz ¢yx¢zy - ¢zx¢yy
K(d)) = ¢Zy¢xz - d’xyd’zz Oxxbzz — PzxPxz ¢zx¢xy - ¢xx¢zy . (55)
¢xy¢yz - ¢yy¢xz ¢xz¢yx - ¢xx¢yz ¢xx¢yy - ¢yx¢xy
The gradient operator V| on the surface is
Vi=V-N(N-V), (56)
and, therefore, the surface divergence of a vector field F restricted to the surface is
Vi-F=ViF — N;N'V;F" (57)
and the Laplace-Beltrami operator applied to a scalar field F restricted to the surface is
A F =V;V'F — KyN'V;F — N'N/V;V;F . (58)

In the level set framework, an integral of a surface field F(S) over the surface can be replaced by an integral over the
volume

/F(S)dA:/ﬁ(R)(S(([))qubldV, (59)

P Q

where I:‘(R) agrees with F(S) on P and §(¢) is the Dirac Delta function. The Hausdorff measure (surface area) and Lebesgue
measure (volume) of P is

A=|7’(t)|=/3(¢)IV¢IdV, (60)

V:|Q(t)|:/H(—¢)dV, (61)

where H(—¢) is the Heaviside function. The common practice in the level set method to discretize the Dirac-Delta function
and Heaviside function is to smear them out to a bandwidth of € =1.5Ax around the interface [35]:

0 ¢ < —€
H() = %+%+%sin(”€—¢) —€e<¢p<e
1 €E<¢
and
0 ¢ < —€
6@ =1 g +kcos(%L) —e<p=xe
0 € < ¢.

This discretization, however, can lead to systematic (1) errors in trivial numerical experiments, such as computing length
of a straight line tilted with respect to the grid axis [46]. Several numerical schemes for approximating §(¢) and H(¢) have
been proposed to address this convergence issue. Engquist proposed using information in the local gradient of the level set
function to modify € [47], while Smereka borrowed a technique from Green’s function theory to discretize the delta function
[48]. In our method, the Dirac Delta function §(¢) and the Heaviside function H(¢) are discretized by the finite difference
method developed by Towers in a series of papers [49,50,41,51]. Following [49], we define I(¢) = f(f’ H(¢)d¢ = max(¢, 0)
on the grid. Then,

12
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VI(¢)=H()Ve, (62)
Al(¢) =VH($) - Vo + H(p)Ap = 8($)| V| + H(¢) Ag. (63)
Solving for H(¢) and 8(¢) from Eq. (62)-(63) gives
VI-V¢
H@)= =7 (64)
|Ve|?
Al(¢) —H(@)Ap  Al¢) (VI-VP)Ap
Vo] Vol Vol
Mutli-dimensional delta functions [41] can be defined in a similar spir@t, using integrals on a codimension d —m manifold I'
reprgsented by the intersection of the zero level sets of m functions ¢',i=1,2---m in a d-dimensional space parametrized
by Z',i=1,2---d
/F(S)dS = / F(Zyn™,8(¢'(2)] Am Vo'ldS2, (66)
r Q

where d2 is the invariant volume element in d-dimensional space, S is some parametrization of I', dS is the invariant
volume element in T, ﬁ(Z) is defined over 2, which, when restricted to I', agrees with F(S) and A is the wedge product.
Consider the case m =2,d = 3, i.e. a curve in space. Let us denote the two level set functions by ¢ and . Then, the Dirac
Delta function product §(¢)8() is determined from [41]

VH(@) AVH@) =8(@)8(V)VPAVY
giving
(Vo AVY) - (VH(¢) AVHY))
IV A V|2

where A is the vector cross product operator. Convergence of §(¢)3(y) requires ¢,y to be signed distance functions with
their zero level sets orthogonal to each other and their normals parallel to the grid axis [41].

8()o(¥) =

: (67)

4.4. Discretization of the geometries of lines in the level set framework

Phase boundaries and open edges of membranes can be numerically described as the zero level set of a vector function
(@(2),¥(Z2)) [52]. Wang implemented this method with a phase field approach in order to simulate multi-component
lipid membranes [42]. The Hamiltonian that was used for the phase boundary, however, contained only the zeroth order
term from the more general Hamiltonian in Eq. (6), and was therefore unable to describe more realistic effects due to the
boundary energy.

To account for the complete force at phase and/or edge boundaries requires an appropriate discretization of the
boundary geometry. Following [52], a closed curve I' embedded in the surface P = {R(Z)|¢(Z) = 0} is represented by
I'={R(Z2)|¢(Z) =0,¥(Z) =0}. Then I' separates P into two regions corresponding to ¥ > 0 and ¥ < 0. We choose the
orientation of I" such that ¢ < 0 lies to the left, when one moves along the tangential direction t of I' with their head
pointing in the N direction. Furthermore, we choose the direction of the normal n to be pointing into the ¥ > 0 region.
With this convention, {n, t, N} forms a right-handed coordinate system. The geometries of I" can then be expressed in terms
of ¢(Z) and v (Z), with the unit tangent

Vo x Vyr

t=—+ """ (68)
Vo x Vi

and the unit normal
n=txN. (69)

The invariant derivatives Vs and V| are

V=1V, (70)
vV, =nV;. (71)
The geodesic curvature kg is
n
keg=n.-Vit = ———— - Vs(Vop x V
g s IVé x V| s(Vo x Vi)
n
=——— (VsVop xV Vo x VsVir) . 72
Vo x V| (VsVo x Vi + V¢ x VsVir) (72)
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where V;V¢ and VsV should be calculated as VsV =t/ (V;Vig)Z;, ViV = t/(V;Viy)Z; so that the second derivatives
of ¢, v are directly discretized. The normal curvature kj, geodesic torsion 7z and B are given by

kn=—t-VsN=—t"t/V;N;, (73)
Tg=—t-V, N=—tn/V;N;, (74)
By =-n-V,N=-n'n/V;N;. (75)

As can be seen from Egs. (73)-(75), kn, Tg, and B, are components of V;N; in the {t,n} plane. The tensor VJIN; can be
computed as

) (Vi 1 ) )
ViN =V [ 22 ) = Vo|>VIVip — VigVEe VIV, 76
i (|V¢|> |V¢I3(| ¢ i¢ — VigV ¢V Vi) , (76)
which can be written in matrix form in Cartesian coordinates as
H(¢)
=—-- H(p) ® (V)T @ Ve . (77)
Vol Vo
From Eq. (66), the integral of a scalar field F over I' is
/ F(s)di = / E(R)S@)SW) IV x VyrIdV | (78)
r Q

and, in particular, the length of T is

L(g.¥) :/8(¢)8(1/;)|V¢ x Vy|dV . (79)

Q

5. Results

In this section, we use the algorithm developed in Sec. 4 to explore the dynamics for vesicles under a number of different
scenarios. All simulations were carried out on a Navida P100 GPU, and, unless otherwise noted, were performed on a 643
Cartesian grid with a time step defined by Ncp; = 0.1. Standard computation times were ~10 minutes for single phase
vesicle simulations and ~30 minutes for multi-phase vesicles. We begin by simulating single phase vesicles and explore how
changes in the reduced volume, area difference, and spontaneous curvature affect the equilibrium shapes. These simulations
are also used to test the convergence of the algorithm. Our results agree well with previous experiments and simulations,
while providing a more physical representation of the dynamics and improved convergence. We then explore the dynamics
of bi-phasic vesicles and find conditions for which the presence of phase boundaries on a membrane naturally lead to
exocytosis/endocytosis of specific phase regions.

5.1. Shape of single phase vesicles

In order to validate the convergence and accuracy of our method, we begin by investigating the shapes and dynamics of
single phase vesicles. Here we adopt the area-difference elasticity model [27] for single phase vesicles where the effect of
a relative areal stretching of the two monolayers is taken into account. In this model, the Hamiltonian for a closed bilayer
vesicle is given by Eq. (7), from which we can compute the elastic bending force,

1 3 1 2
==k AKm + 5 Kiy —2KnK +2CK — S C*Ky
—0 Ky — P —20aahK} N. (80)

This force is used in Eq. (3) to define the velocity, which is then used to evolve the level set equation using the algorithm
described in Sec. 4.1.

We begin by considering the relaxation of axisymmetric ellipsoids with zero spontaneous curvature. For oblate initial
conditions, we expect the equilibrium shape to be a discoid, whereas prolate shapes should relax to gourd shapes. The
values of the three Lagrange multipliers, P, o, and oaa are determined by the constraints on the enclosed volume, the
surface area, and the area difference between the two bilayer leaflets. Therefore, we set the following conditions at all time
steps [28]

v Vp—=Vv(@) dA Ap—A()

C=0, — =~~~ ____-_F7 "~/ =0 81
e At dt NI (81)
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S =

Fig. 3. Relaxation of an oblate ellipsoid (first panel) to a discocyte (second panel) and relaxation of a prolate ellipsoid (third panel) to a gourd (fourth panel).
The second row shows a cross-sectional view of the first row. All shapes have reduced volume v = 0.6 Simulations shown were performed on a 643 grid
with Ncpp =0.1. The domain was cubic with sides that spanned from -1 to 1, and the initial shape was an ellipsoid with semi-major axis of length 0.7 and
semi-minor axis of length 0.181.

Table 1

Final energies, pressures, and surface tensions dependence on grid spacing.
grid sizes 483 643 80° 96° 1283
total energy 98.008 97.827 98.061 98.150 98.222
pressure, P —93.41 —101.88 —106.04 —106.07 —106.13
tension, o —15.372 —16.246 —16.794 —16.784 —16.763

where V (t), A(t) are the current volume and area of the vesicle, and V), and A, are taken to be the initial volume and
area of the ellipsoid. The area and volume are computed using Eqgs. (60)-(61), with the Heaviside and Dirac delta functions
discretized as given in Eqs. (64)-(65). The requirement of Eq. (81) combined with Eqgs. (8)-(10) give values of o, P such
that the volume and area of the vesicle remain constant during the simulation. Using a reduced volume v = 0.6, we show
the initial and equilibriated shapes of an oblate and a prolate ellipsoid (Fig. 3). As expected, the equilibrium shapes are a
discocyte and gourd, respectively.

To verify convergence with respect to the spatial discretization, we relaxed an oblate ellipsoid with v = 0.6 on grids of
size (483,643,803, 963,128%) and computed the bending energy, Lagrange multipliers P and o, and the relative errors in
volume and area as a function of time. We find that the dynamics of each of these quantities are similar on all five grids
(Fig. 4). Close inspection of the late-time behavior confirms that the solutions converge as the grid spacing is decreased.
The values of the bending energy, P, and o as a function of grid spacing are given in Table 1. Using the bending energy as
a metric, we computed the rate of convergence and found that the error in the energy decreases approximately as the cube
of the grid spacing (inset to Fig. 4). The pressure and surface tension show similar behavior (Table 1). We do find that the
surface tension Lagrange multiplier o oscillates for the 963 and 1283 grids (Fig. 4c). We also find that the enclosed volume
and surface area are well conserved for all grid sizes, with the best performance on the finest grid (Fig. 4d).

Similarly, we verify convergence in the time discretization by relaxing the v = 0.6 oblate ellipsoid on a 983 grid using
a range of different Ncpp values, since our adaptive At is computed from At = NcpLAS/vmax. Here, too, we find that the
dynamics for the bending energy and Lagrange multipliers follow similar dynamics regardless of the choice of Ncp, with
the smaller time steps leading to smoother behavior (Table 2 and Fig. 5a-c). Using the bending energy as a metric for
convergence, we consider the difference between the energy with Ncpp = 0.25 and N¢pp = 0.1 and divide this by the
difference in energy between the N¢p; = 0.5 and N¢rp = 0.1 simulations. This ratio should be equal to

Eozs —Eo1  2.5"—1
Eos—Eo1  5"—1

) (82)

where n is the rate of convergence. Using the data in Table 2, we can solve for n, which gives n ~ 1.5. Therefore, our algo-
rithm converges at least linearly with the size of the time step, which is what is expected since our formulation computes
the velocity of the distance map using the current time step (e.g., see Eq. (41)). We also find that the smaller time steps
satisfy the constraint on the enclosed volume and surface area better (Fig. 5d).

In summary, our algorithm, which includes the semi-implicit scheme adopted from [39], maintains convergence when
applied to more complicated scenarios, thereby ensuring the accuracy of the shapes obtained in our simulations.
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Fig. 4. Spatial convergence for the relaxation of the oblate ellipsoid to a discoid. Bending energy (a) and the Lagrange multipliers for the volume, P (b), and
surface area, o (c), as functions of time for grid sizes 48> (magenta), 64° (red), 803 (blue) 963 (green), and 1283 (black). The insets show an enlarged view
of the behavior at later time points, with the second inset in (a) showing the convergence of the energy with grid spacing h, which scales approximately
like h=3. (d) The enclosed volume (dashed curves) and surface area (dotted curves) vs time, showing that these quantities are well conserved over the
course of the simulations for all grid sizes.

Table 2
Final energies, pressures, and surface tensions dependence on Ncry.
NcrL 0.1 0.25 0.5 1.0
total energy 98.150 98.153 98.160 98.165
pressure, P —106.07 —106.04 —106.03 —105.98
tension, o —16.782 —16.872 —16.955 —16.984
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Fig. 5. Temporal convergence for the relaxation of the oblate ellipsoid to a discoid. Bending energy (a) and the Lagrange multipliers for the volume, P (b),
and surface area, o (c), as functions of time for a grid size of 983 with Ncp = 1 (magenta), 0.5 (red), 0.25 (green), and 0.1 (blue). The insets show an
enlarged view of the behavior at later time points. (d) The enclosed volume (dashed curves) and surface area (dotted dashed curves) vs time, showing that
these quantities are well conserved over the course of the simulations for all CFL choices.

5.1.1. Effects of constant spontaneous curvature and osmotic pressure

The dynamics that we have just discussed pertained to vesicles with zero spontaneous curvature. Inclusion of a non-
zero spontaneous curvature will have the effect of favoring vesicles with a specific curvature. For example, a large negative
spontaneous curvature will try to drive the vesicle to being significantly more curved than the shapes that we found
previously. A large spontaneous curvature is then expected to lead to instabilities in shapes that are not sufficiently curved,
causing them to form regions of curvature that closer match the preferred curvature. To examine the effect of a large
negative spontaneous curvature, we use the same initial conditions as before, with oblate and prolate ellipsoids of reduced
volume v = 0.6, and set the spontaneous curvature to C = —30 (note that in our convention, a unit sphere has C = —2).
We find that this large spontaneous curvature destabilizes small perturbations in the shape and drives both of these initial
conditions to pinch off small vesicles (Fig. 6). In the case of the oblate ellipsoid, standard numerical noise in the simulations
is sufficient to initiate the growth of arms off the sides of the ellipsoid (Fig. 6a). At the juncture between the arms and
the main body, the membrane then begins to pinch, eventually resulting in the release of a number of smaller vesicles. For
the prolate ellipsoid, vesicles instead pinch off at either end, resulting in two small spherical vesicles from the ends, and a
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Fig. 6. Shape evolution of an oblate (a) and prolate (b) ellipsoid with v =0.6 and spontaneous curvature C = —30. (a) The oblate ellipsoid transforms into a
starfish-type shape, and then the arms pinch off into small spherical vesicles. (b) For the prolate ellipsoid, each end vesiculates into a small sphere, leaving
a larger ellipsoidal vesicle in the center. Simulations shown were performed on a 643 grid with Ncp; = 0.1.

(a)

(b)

larger central vesicle in the middle (Fig. 6b). These simulations also demonstrate that curvature-driven topological changes
can be handled seamlessly using our implementation of the level set method, even in three dimensional space.

While there are many cases where vesicles have a fixed enclosed volume, it is also possible to experimentally alter the
volume of a vesicle by adjusting the external osmotic conditions (i.e., the osmotic pressure) [53]. We explore the effects of a
nonzero spontaneous curvature and a constant osmotic pressure by setting P = Pg = constant and oas = 0a4, = constant.
Note that a constant oaa = 0a4, is equivalent to a constant spontaneous curvature C = —oaa,h/«, with a shifted surface
tension 0 — o + %CZ. Therefore, the spontaneous curvature and the Lagrange multiplier for the leaflet area difference are
not independent parameters, and the effects of a constant spontaneous curvature can be simulated either by specifying the
value of C or the value of oas. In other words, both C and oaas can be interpreted as generalized forces with the area
difference between the bilayer as generalized displacements.

We can then explore how varying the osmotic conditions affects the shape of a vesicle with constant spontaneous
curvature by fixing the osmotic pressure P and the Lagrange multiplier for the area difference oa4. Specifically, we use the
following conditions in our single-phase vesicle algorithm:

C=0, P=Py, i—?:w,aMzoMo, (83)
where Aj is set to be the initial area and A(t) is the current area. Requiring Eq. (83) to be satisfied, while imposing
Egs. (8)-(10) leads to a value for o that conserves the surface area.

The effects of these two parameters can lead to a vast range of different types of shapes. For example, if we start
with an initial condition of a prolate ellipsoid with reduced volume v = 0.5 and set P = —2000 and oaa, =0, the large
negative pressure causes the vesicle to reduce its volume. It does this by stretching out into a longer rod-shaped vesicle with
hemispherical end caps, as shown in Fig. 7a. If we instead start with an oblate ellipsoid with v = 0.4 and set Py = —1000
and o, = 13, deflation of the vesicle by the negative pressure causes the vesicle to flatten into more of a disk shape,
while the spontaneous curvature induced by oa4, tries to round up the vesicle at the edges. The shape eventually pinches
in the center and undergoes a topological change to a toroidal shape (Fig. 7b). An interesting example of how a modest
change in parameters leads to a qualitatively different shape is seen when we start with an oblate ellipsoid with v =0.75
under a smaller pressure Pg = —200 (Fig. 7c). If we set (oaa, = 12 the ellipsoid transitions into a 3-armed starfish shape
(Fig. 7c (top panel)), while setting oaa, = 20 favors larger curvatures and therefore leads to a 4-armed starfish shape (Fig. 7c
(bottom panel)).
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S

Fig. 7. Relaxation of a few representative shapes under the conditions of constant osmotic pressure and non-zero spontaneous curvature. (a) A prolate
ellipsoid with v =0.5, Pg = —2000, and o4, = 0 relaxes to a rod shape with hemispherical end caps. (b) An oblate ellipsoid with v = 0.4, Py = —1000,
and oaa, = 13, undergoes a topological transition and relaxes to a toroidal shape, while (c) an oblate ellipsoid with v =0.75, Po = —200, and oz, = 12
(top) or opa, =20, becomes either a 3-armed (top) or 4-armed (bottom) starfish shape. Simulations were performed on a 64> grid with Ncpy =0.1.

5.1.2. Relaxation under constrained reduced area difference
Varying the values of Po and o4, in the previous section, we obtained shapes of different reduced volumes and reduced
area differences. We can also constrain the reduced area difference using the Lagrange multiplier method by setting
vV, -V(®) dA A, —A@l) d(Aa) (Aap — Aa(t))
a4 = =Ne\ ———— )

C=0—= =
T dt At dt At 7 de At

where Aa, is the prescribed reduced area difference, Aa is the current reduced area difference, and n.(§) =
3 abs(¢§) < e
{ sign(¢) -¢ abs(§) > ¢
ence. The physical difference between this methodology and the one used in the previous section is that here the volume,
area, and area difference are constrained to be approximately constant throughout the simulation, whereas in the former
method the volume and area difference can vary while the osmotic pressure and area difference Lagrange multipliers are
held constant. Therefore, these represent two different dynamical conditions that can lead to different equilibrium states.
In order to determine some of the shapes that are possible from these constraints, we first consider an initial condition
of an oblate spheroid with v =0.6 and Aa =1.05 and relax it with Aa, = Aa = constant. As shown in Fig. 8a, this initial
condition causes the ellipsoid to deform into a triangular disk with rounded edges. The dynamics are somewhat interesting,
as the vesicle initially takes on a shape with four sides, before transitioning into the triangular shape. If we instead start
with a prolate ellipsoid with v =0.9, Aa =1.05, and Aa, = 1.10, then the vesicle loses symmetry along the long axis and
deforms into a pear (Fig. 8b). Starting with a oblate ellipsoid with v =0.55, Aa =1.06, and Aa, = 1.22, the vesicle begins
forming the precursors to eight arms, but eventually goes to a squarish-shaped disk with one side having an invaginated
region (Fig. 8c). This shape is sometimes called a two-armed starfish shape. If we instead consider a prolate ellipsoid
with v =0.55 and set Aa =1.47 and Aa, = 1.60, the ellipsoid evolves into a necklace shape (Fig. 8d). An interesting
transformation occurs if we start with the triangular disk-shape that resulted in Fig. 8a. Changing the parameters such that
v=0.8, Aa=1.04, and Aa, = 0.9, the final shape is a stomatocyte with an inward invagination at the center of one of the
wide sides (Fig. 8e).

, Where ¢ is a small positive constant limiting the time rate of change of the reduced area differ-

5.1.3. Summary of single phase vesicles

Here we have shown that our algorithm provides an accurate and convergent scheme for handling the relaxation dy-
namics of single phase vesicles. Our results for the shapes that are obtained for specific reduced volume, surface area, and
area differences are consistent with experimental results [54] and some previous numerical simulations [55]. For example,
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Fig. 8. Dynamics under the action of the area difference constraint. (a) An initially oblate ellipsoid with v =0.6 and Aa = Aa, = 1.05 relaxes to a rounded-
edged, triangular disk. (b) Relaxation of an initially prolate ellipsoid with v =0.9, Aa =1.05, and Aa, =1.10 to a pear shape. (c) A two-armed starfish
shape arises from an initially oblate ellipsoid with v =0.55, Aa =1.06, and Aa, = 1.22. (d) An initially prolate ellipsoid with v =0.55, Aa =1.47, and
Aap = 1.60 transforms into a necklace shape. (e) A stomatocyte is obtained from the relaxation of a triangular disk subject to v =0.8, Aa =1.04, and
Aap =0.9. Simulations were performed on a 643 grid with Ncr; = 0.1.

these previous works have determined the phase diagram for the dependence of vesicle shape on v and Aa [54,55], which
our results agree well with. In addition, some of the shapes that we have determined, such as the four-armed starfish
(Fig. 7c) have been observed in experiments [53], but are not included in the experimental or numerical phase diagrams.
It is also important to note that the aforementioned numerical simulations use the Surface Evolver package to find the
minimum energy configurations, which uses a general gradient descent approach, which does not necessarily model the
physical dynamics of the system and cannot be used to study vesicles that are out of equilibrium. Our algorithm shows
how asymmetrical shapes, such as starfishes, triangular elliptocytes, pears, stomatocytes, etc. arise naturally from initially
symmetrical shapes through the action of a resistive force theory.

5.2. Shape of multi-component vesicles

We now turn to the case of heterogeneous vesicles that contain regions with distinct phases separated by sharp bound-
aries. Experimentally, lipid domains can be produced from mixtures of high melting temperature (saturated) lipids, low
melting temperature (unsaturated) lipids, and cholesterol [6]. Because of its hydrophobic steroid ring structure, cholesterol
does not fit in either the solid-ordered phase of the saturated lipids (due to its peculiar size and shape) or the Ld (lipid-
disordered) phase of the unsaturated lipids (due to its hydrophobicity). As such, a third lipid phase arises in the presence
of cholesterol, which maintains fluidity and allows rapid diffusion in the plane of the membrane, while also featuring con-
formational order in the lipid chains that increases rigidity and stability of the membrane [56]. This third phase is the Lo
(lipid-ordered) phase [56]. Lipid-ordered domains have many similarities with lipid-rafts found in vivo [3], which are impor-
tant in many membrane functions.

Theoretical and numerical studies of multi-domain vesicles began as early as the 1990s. Jiilicher and Lipowky seem to be
the first to propose a Hamiltonian for multidomain vesicles which takes into account the effects of different Gaussian bend-
ing moduli within the different phase domains [57]. Taniguchi performed numerical studies of phase separation dynamics
and shape deformation of two component vesicles [58]. Jilicher and Lipowky’s theory was then confirmed by Baumgart’s
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experiments [25]. Recently, phase field methods were adapted to perform the numerical simulation of multicomponent vesi-
cles [42,59,60]. Our level set approach is the first three dimensional simulation of multicomponent vesicles that takes into
account the differences in Gaussian bending moduli and can easily add in forces from the more general line Hamiltonian
(Eq. (6)). In our simulation, vesicle shape evolves according to mechanical forces that arise directly from the variation of the
Hamiltonian (3.3), while the driving forces calculated in the phase-field model are not derived explicitly from the variation
of the Hamiltonian, but rather are only thermodynamically consistent [42,59].

5.2.1. Hamiltonian of an incompressible biphasic vesicle
Consider a vesicle with patches of Ld and Lo phases that are denoted by P~ and P, respectively. These regions are
defined by two distance maps v and ¢ as described in Sec. 4.2 and given by

" ={R(D)I|$(2)=0,¥(Z) <0},
T={R(2)|$(2)=0,y(Z) > 0} . (84)

Thus n points into Pt from P~. The Hamiltonian for a biphasic vesicle can be written as

Ld
Hyi = /dA |:K7(KM—CLd)2—|—K(L;dKi| Yo /dA—A’
s :

Lo
/dA [K—(KM clo)2 +/<Ld1< +ot /dA AT

(] fos o)

+ 75 dl(k; + kgkg + K Tg + Knky) | (85)
AP~
where x40 apd K(L;d(m) are the mean curvature and Gaussian curvature bending moduli for the Ld (Lo) phase, 4 js
the spontaneous curvature for the Ld (Lo) phase, o —*) is the Lagrange multiplier that enforces conservation of the area
A~ of the Ld (Lo) phase, P constrains the volume of the vesicle, and Ki,g r.n Can be interpreted as line tension constants
associated with curve length, geodesic curvature, geodesic torsion and normal curvature. As mentioned previously, the ¢
field in Eq. (85) enforces local incompressibility of the membrane.
It is important to note that the addition of the field ¢ introduces new terms into the calculation of the variation of the
Hamiltonian. Under a variation R — R + §R, the lipid density field ¢ — ¢ + §c and an infinitesimal area dA — dA + §(dA).
In a given patch of membrane, the total number of lipids does not change under the variation. Therefore,

A
Sc=— ‘S((;j—A) = —(VaW® — WKy)cC, (86)

where we have ignored the second order term §c8(dA). If we then consider a Hamiltonian that is only a function of the
field ¢, f(c), such as in Eq. (45), we find that this function produces an effective surface tension

oczf(c)—cg ) (87)
ac

The biphasic vesicle Hamiltonian, Eq. (85), then leads to a surface bending force f, and line forces gy, located at the phase
boundary

1 1
fou=—kK <A|| Ky + 51(,%4 —2KuK +2CK — §C2KM> N

+Vjoc —[(0 +0c)Km + PIN , (88)

Ld Lo
K K
8ho = (K" — YV, Ky N — [2(1@\,, —cly2 _ (K — CL°)2i| n

- Mﬂ (Kn+VstgN) 4+ (0~ —oHnt + k(kgn + k,N)
2 g stg 1(Kg n

+i[(Vskg —knTg)N — (Vskn +kgB 1 )In + kn[(VsTg +kgB )N+ ‘L';n] , (89)
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Table 3

Final energies from simulation on different grids.
grid sizes 483 64° 803
total energy 122.138 123.786 124.095
line energy 86.282 88.190 88.021
bending energy for Ld phase 14.637 14.366 14.508
bending energy for Lo phase 21.219 21.230 21.566

where

Kk =kH) + k"1 —H®W)),
C=CYHWY) + YA -H®)),
o=0tHW)+0~ (1—H®W)),

with H(y) the Heaviside function of . Note that the presence of kg is equivalent to a difference in Gaussian bending
moduli across the phase boundary, K(';d and KCL;O, which is a natural result of the Gauss-Bonnet theorem.

The normal speed vy of the surface is determined from the balance of the bending force and the viscous force in the N
direction,

(Fsu+3W)IVYI81o) - N = bivn (90)

where the coefficient 8(v)| V| localizes the line force to the surface. We also take the viscosity coefficient ¢p; to be one
for simplicity. The normal speed vy, of the phase boundary is determined from the balance of forces in the n direction,

8ho - =6bi(Vbo — Vsn) » (91)

where the viscosity coefficient &; is set to be one, and vg, is the n component of the surface velocity, which is determined
from

Sfou M="1CbiVsn . (92)

The velocities that are derived from these forces are then implemented into our multiphase algorithm described in
Sec. 4.2, which allows us to track the dynamics of these vesicles by simulating the motion of the fields ¢, ¥, and c. It
is worth pointing out that we do not include gy, directly in the velocity of the c field; however, we do assume that
8o induces a tension jump of (6~ — o) between the Ld and Lo phases. This jump in tension leads to changes in ¢ via
compression or stretching of the vesicle (see Eq. (86)), and those effects are included in the dependence of f, on c*.In a
more realistic hydrodynamical model, the line force density g, will give rise to a locally varying tension field with jumps
at the phase boundaries instead of two constant tensions o with different phases. This makes it difficult for us to conserve
the area of small domains when we consider the presence of multiple phase regions. Still, many interesting simulations can
be carried out within this very simple framework, and more physically consistent models can be explored in the future.

5.2.2. Deformation of a two domain biphasic vesicle

We begin our analysis of multiphase vesicles by considering a vesicle with a single phase boundary between an Ld and
an Lo phase. We start with the simplest assumption that the phase boundary has an associated line tension «j, which we
set to be 30, and that the only other non-zero material parameters are x4 = x'° = 1. The vesicle is initialized to be a
sphere with the Ld phase (colored in red in Fig. 9) covering 20% of the area. We set the reduced volume to be 0.90, and
the Lagrange multipliers are determined using

dv Vp— V() dA A, —A@®) dAT A —AT (D
dt_$< At )’dt_ At dt At
at each time step, where V (t), A(t), and A~ (t) are the current volume, current total area, and current area of the Ld phase.
The prescribed volume is V, = 0.9V (0) and Ay, = A(0), A= (t) = A=(0), and ¢ is a small number limiting the time rate
of change of the volume. We are thus conserving total area and the area of each of the phases in our simulation, while
allowing the volume to decrease until the prescribed volume is reached. As can be seen from Fig. 9, the Ld phase bulges out
due to the line tension, introducing a kink at the phase boundary. This simple example verifies that our algorithm is able to
simulate the deformations of a membrane under the actions of a locally applied line tension, while tracking the boundary
between the two phases as it is driven by the forces in the system. The resulting shape is also in qualitative agreement
with the shapes that are observed experimentally in biphasic vesicles [61]. By starting with different phase distributions
and changing simulation parameters, we are able to explore effects that arise from various physical origins.

To validate the convergence of our simulations as the grid spacing is refined, we ran simulations using the same param-
eters as in the preceding simulation with grids of size 483, 643, and 803. We computed the final shape and energy for each
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Fig. 9. Deformation of a two domain biphasic vesicle driven by a line tension. The red and blue regions denote the Ld and Lo domains, respectively. An
initially spherical vesicle that has a patch of Ld that occupies 20% of the membrane area, produces a bulged Ld region due to contraction at the phase
boundary driven by the line tension, which is set to x; = 30. Simulations were performed on a 643 grid with Ncr; = 0.1 and «'° = x4 = 1. All other
material parameters in the Hamiltonian were zero.

M M M

Fig. 10. Final shapes for a biphasic vesicle of reduced volume v = 0.9 with a single Ld phase region that occupies 20% of the surface area. The material
parameters are the same as in Fig. 9. Top panels show the 3D view and the bottom panels show a cross sectional view of the vesicle at the same numerical
time for grids of size 48> (left), 64> (middle), and 80> (right).

case. For each of these grids, the final shapes at a simulation time of 0.021 are nearly indistinguishable (Fig. 10). The energy
provides a more quantitative comparison. As shown in Table 3, the final total energy, line energy, and bending energies for
the Ld and Lo phases are also in good agreement, highlighting that even the 483 grid is sufficient to resolve the dynamics
of these vesicles.

5.2.3. Pinching of biphasic bidomain vesicles

In this section, we explore conditions under which a two domain biphasic vesicle will pinch. In particular, we examine
which of the following physical quantities are most crucial for driving the vesiculation of a biphasic vesicle: a prescribed
reduced volume, a constant spontaneous curvature, or the line tension at the phase boundary constant «;.

For a biphasic vesicle with two domains where the fraction of the surface area for the Ld phase is r, it is straightforward
to show that the maximum reduced volume Vmax(r) for which the vesicle will pinch into two parts is (1 —r)3/2 4 r3/2,
which gives, vipax (%) = % when r = 0.5. Thus, if the prescribed final reduced volume is larger than % the vesicle will
not pinch for any value of the line tension. This result is illustrated in Fig. 11, where we show the final shape of vesicles
with different prescribed reduced volume v, and line tension k;. The only nonzero material parameters are kK =glo—1
and «;. We consider two scenarios. First, v, =0.8 > % (Fig. 11 (top panel)), where changing the line tension from a value

of 5 to a value of 30, results in a decrease in the radius at the juncture between the two phases, but never results in
separation of the vesicle into two parts. However, if we instead consider a reduced volume of v, = 0.7 and change the line
tension from 4 to 10, we find a substantially smaller neck region for values of x; =4 or 5 than was seen in the previous
case for any value of the line tension (Fig. 11 (bottom panel)). Furthermore, when «; = 10, the vesicle splits into two vesicles
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Fig. 11. Equilibrium shapes for biphasic vesicles with a prescribed reduced volume v, and line tension «;. The top row shows the equilibrium shapes when
vp = 0.8 for k; =5 (left), 10 (middle), and 30 (right). The line tension is never able to break the vesicle into two parts for this case. Conversely, when
vp = 0.7 (bottom row), values of k; =4 (left) or 5 (middle) cause a much larger deformation at the phase boundary than was seen when v, = 0.8, and

when k; = 10 (right), the equilibrium shape is one where each phase has broken into its own vesicle. Simulations used a 64> grid with k'° =« =1 and
Ncrr=0.1.

at the phase boundary. Even though Fig. 11 shows final shapes of vesicles with different v, and «;, we may also regard
the progression from left to right in this figure as representing the dynamical shape transformations with increasing line
tension.

Next we study the effects of a constant spontaneous curvature C on the two-domain biphasic vesicle. In order to test
how changing the spontaneous curvature affects the shape, we start by equilibriating the shape of the biphasic vesicle
with v, =0.7, Ky =4 or 5, and the spontaneous curvatures set to zero, cld = clo = 0. We then begin simulations from
these initial shapes but with a non-zero value of the spontaneous curvatures, C*4 = C'* = —5 or —10. These simulations
mimic the dynamics where curvature-inducing proteins rapidly bind to the membrane, changing the effective spontaneous
curvature. As is shown in Fig. 12 (top row), when we start with the previous scenario where v, = 0.7 and «; = 5, which
produced a dumbell shaped vesicle with a fairly small neck region, a spontaneous curvature of —5 causes the neck to pinch
and the two different phase regions into separate in individual vesicles. Decreasing the line tension to x; = 4, however,
prevents the vesicles from fully separating (Fig. 12 (middle row)). Increasing the induced spontaneous curvatures to —10
causes the neck region to pinch off (Fig. 12 (bottom row)). Thus adding curvature inducing proteins may have a destabilizing
effect that allows narrow neck regions to fully scission.

The above numerical experiments show that the reduced volume v, fraction of the area covered by each phase r (e.g.,
the membrane area occupied by lipid rafts), the line tension «;, and the spontaneous curvature C all play meaningful roles
in the pinching of biphasic vesicles. A complete exploration of the effects from all of the parameters in Egs. (5), (6) warrants
examination but is beyond the scope of the current paper.

5.2.4. Pinching of multidomain biphasic vesicles

In our simulations of bidomain vesicles, we found that it was not necessary to impose the incompressibility condition
described in Sec. 4.2 as long as the area fraction for each phase was constrained using the Lagrange multiplier approach. For
multidomain vesicles, however, incompressibility becomes necessary if we want to prevent nonphysical changes of domain
sizes. For example, we first consider a spherical vesicle at time zero that has twelve circular Ld regions with a smaller
bending modulus than the Lo region. The material parameters we use are x4 = 1,«'° = 10, k; = 20 (Fig. 13a (top left
panel)). At the beginning of the simulation, we set the volume constraint to be V, = 0.9V (0) and simulate the dynamics
without enforcing the local inextensibility condition (i.e., setting w = 0). For this case, the vesicle starts shrinking, allowing
the line tension to pinch the Ld domains into small bulges on the surface. However, as the simulations progress, four of the
Ld regions begin to grow in area, at the expense of the other eight domains (Fig. 13a). By the end of the simulation, the
vesicle is a flattened disk with four Ld regions that form evenly-spaced, hemispherical protrusions on the sides. Previous
authors have seen similar effects, but attributed the behavior to Oswald ripening [42]. Our results suggest that this is
more of an artifact coming from not properly imposing the local inextensibility condition. Indeed, if we instead do the
exact same simulation but with @ = 1000, then we find that the vesicle undergoes the same initial shrinking that leads
to the echinocytic shape with twelve Ld regions. However, this shape persists as the final equilibrium shape of the vesicle
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Fig. 12. Temporal evolution of biphasic vesicles with nonzero spontaneous curvature and v, =0.7 and r = 0.5. The left column shows the initial shapes,
which were generated by simulating a biphasic, bidomain vesicle with v, =0.7, cld=cloe =0 and x; =4 or 5 (as noted) up to the point where the
vesicle’s volume reached the prescribed value. Then, at time zero, the spontaneous curvature was set to C4 = Cl° = —5 or —10, leading to the time
evolution shown here. Simulations were performed on a 643 grid with k° =«'4 =1 and N¢p; =0.1.
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Fig. 13. The dynamics of multidomain, biphasic vesicles and the importance of local incompressibility. An initially spherical vesicle with a continuous Lo
phase (blue) and 12 Ld patches (red) is subject to an osmotic change that reduces the reduced volume from one to v =0.9. (a) When the local incompress-
ibility condition is not imposed (i = 0), eight of the Ld domains shrink at the expense of the other four. (b) Conversely, imposing the incompressibility
condition by setting ; = 1000, we find that the twelve domains remain stable. The resulting shape is a roughly spherical vesicle with hemispherical bumps
at each Ld domain. The material parameters for both simulations are k4 =1, k0 =10, k; = 20. Grid size = 643 and N¢p; =0.1.

((Fig. 13b). It is important to note that domain shrinking and coarsening is not completely eliminated in Fig. 13b, but is
greatly reduced. A better way to impose the incompressibility would be to solve for a local tension that enforces that the
surface divergence of the velocity field is zero. This is currently under investigation.

The dynamics of multi-domain vesicles is of course dependent on the material properties of the membrane. If we con-
sider the same initial condition as in the last two simulations, but with the bending moduli of the two domains flipped so
that the Ld regions are stiffer than the Lo domains, ¥ =10, «'° =1, k; = 20, and © = 1000, while also imposing a larger
osmotic change with V, = 0.8V (0), we find two interesting differences from the previous simulation. First, because the Ld
regions are stiffer and the spontaneous is zero, there is a tendency for the Ld regions to flatten out (Fig. 14), as opposed
to the bulging that was observed before (Fig. 13b). Second, because we are driving the membrane to a smaller volume, the
Ld regions get closer together and can merge, which occurs when a narrow neck forms between two of the Ld regions. The
line tension then acts to pull these regions together into a more circular domain, similar to the merging of oil droplets in
water. The fusion of domains along with the large bending moduli of the Ld phase drives the vesicle shape to be more and
more planar. In the second half of the simulation, some nonphysical shrinking of the domains on the sides is observed, even
though we are using the same incompressibility constraint as was used before (« = 1000).
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Fig. 14. Phase domain fusion driven by osmotic pressure. An initially spherical vesicle with a continuous Lo phase (blue) with a small bending modulus
k' =1 and 12 stiffer Ld patches (red) with x4 = 10 is subject to an osmotic change that reduces the reduced volume from one to v = 0.8. The line tension
between the phases is k; = 20. As the vesicle shrinks, the Ld phase domains get closer together and eventually fuse. Some artificial domain shrinking is
observed during the simulation. The third panel includes a zoomed in region showing how the phase boundaries are resolved on the grid (shown in black).

Other parameters are the same as in Fig. 13.
(b)

(X X
2900600

Fig. 15. Exocytosis or endocytosis of phase domains of a biphasic vesicle driven by osmotic pressure. We simulate an initially spherical biphasic vesicle
that is driven to shrink by either decreasing the reduced volume to v = 0.8 (a), which causes external budding of the vesicles, or by imposing a large
negative pressure P = —600 (b), which produces internally budded vesicles. The color scheme is the same as in Fig. 14, and the material parameters are
kM = ko =1, k; =100, and p = 1000. Simulations were performed on a 64° grid with Ncp; =0.1.

Our final numerical examples are inspired by experiments from [53], where phase separated vesicles were subjected to
a change in external osmotic pressure. These experiments observed budding of vesicles from the phase separated regions.
Depending on the experimental conditions, it was possible to induce external budding of the vesicles out into the fluid
(similar to the beginning stages of exocytosis) or internal budding into the lumen of the vesicle (mimicking endocytosis).
We use simulations similar to those previously described to explore this process with our algorithm. Specifically, we set
V, =0.8V(0), kld = glo =1, k1 =100, and p = 1000. Under these conditions, we find external budding of the vesicles
(Fig. 15a), which is qualitatively similar to the partial pinching of vesicles in Fig. 2a of [53]. In order to maintain stability
in these simulations, we used the maximum line curvature of the phase boundary to detect imminent pinching of domains,

by calculating max ,/((kn)? + (kg)? near the phase boundary. When this number is larger than 30/Ax, where Ax is the grid

spacing, we stop using the geodesic algorithm from [15] to normalize v, and instead set Dy =1, D, = 1 thereafter, and use
the method described in Sec. 4.2. As mentioned previously, using this secondary method for normalizing i provides more
stability in cases where there are large line curvatures at the interfaces between phases.

In experiments, internal budding of the vesicles was induced by subjecting the vesicles to a large osmotic pressure
prior to phase separation [53]. To model this, we set the pressure P = —600, instead of using the Lagrange multiplier
method to enforce a specific reduced volume. We also let the phase separated domains invaginate inward at the start of the
simulation. Under these conditions, the vesicle shrinks and the Ld phase regions bud further into the internal lumen of the
vesicle (Fig. 15), similar to the experimental observation depicted in Fig. 2b of [53].

5.2.5. Summary of multiphase vesicles

By adjusting the values of different parameters and starting with different initial conditions, we are able to explore the
effects of the line tension constant k;, bending moduli, prescribed reduced volume, spontaneous curvature, and osmotic
pressure on the dynamics of multiphase vesicles. Our simulations not only show that our algorithm can handle these
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nontrivial problems in phase separated vesicles, but we also find good agreement between our simulations and experiments.
As mentioned, the shape we find for two domain vesicles (e.g., Fig. 11) match well the pear-like shapes that are observed
experimentally [61]. Furthermore, we are able to simulate conditions that represent experimental conditions that lead to
external or internal vesiculation and get qualitatively similar results to the observations (Fig. 15, [53]). Because we have
derived a general description of the forces that can account for a broad spectrum of physical effects (such as differences in
Gaussian bending moduli k; between the phases, or other line tension parameters, e.g., k¢, ky), our algorithm opens the
door to exploring a range of novel physical conditions involved in multiphase vesicle dynamics. A thorough analysis of the
complete line energy (Eq. (6)) is beyond the scope of the current paper and will be presented elsewhere. Still, our numerical
scheme integrates different physical forces more naturally than that of [42], allows more parameters to be explored, and
seamlessly captures topological changes in the vesicle shape.

6. Conclusions

The dynamics of membranes and vesicles is exceedingly important in cell biology and other areas, such as drug de-
livery [1,62]. However, the forces that result from even simple, homogeneous energy functionals, such as the Helfrich
Hamiltonian [21] are nonlinear and include fourth order spatial derivatives, making numerical simulation of the physics
computationally challenging both in regards to stability as well as convergence. In biological applications, the bilayer
membrane is often heterogeneous, including phase separated regions such as lipid rafts [2], further complicating accurate
modeling of these systems.

Here we have sought to address these challenges from two different avenues. First, from the theoretical side, a het-
erogeneous membrane consisting of multiple lipid species and transmembrane proteins is expected to be described by an
energy functional that is more complex than the Helfrich energy, likely including spatial variation of material parameters
and a more complicated dependence on geometric properties of the membrane shape. In addition, phase separation in the
membrane will produce boundaries with additional energetic contributions along them. Since the Hamiltonian should only
depend on geometric invariants of the membrane shape, the types of allowable terms in the Hamiltonian are limited. Build-
ing off the work of [30,31], we are then able to compute all possible forces that can arise from an arbitrary membrane
energy functional. Therefore, our theoretical results provide a general description of the forces that could arise in a very
broad range of membrane dynamic problems.

Second, we have constructed an algorithm that can stably and accurately solve for the dynamics that arise from gen-
eralized membrane forces. This algorithm is based in the level set method, allowing it to handle topological changes in
a straightforward manner while also providing a convenient method for describing phase boundaries on the membrane
surface as the intersection of two level set functions. In order to create a convergent scheme for handling the high order
derivatives that arise in membrane bending forces, we implement our recent sixth-order accurate method for reinitializing
the distance map and extending fields away from the zero contour. The semi-implicit method for evolving the level set
equation developed by Smereka [39] provides stability to our routine.

We then applied this algorithm to a number of representative cases involving single- and multi-phase vesicles. We
showed that the algorithm is convergent and that it is able to reproduce the phase diagram for the shapes of single phase
vesicles as a function of the reduced volume and area difference. Then, we examined the case of multiphase vesicles under
a number of different scenarios. These simulations produced shapes similar to what have been seen in a number of experi-
ments, and also showed that our algorithm can simulate experimental conditions that lead to the budding of vesicles, both
internally and externally.

The general Hamiltonian that we use in this paper includes a wealth of material parameters. The simulations that we
carried out here merely scratch the surface of the possible cases that can and should be explored. Our algorithm provides a
means to begin to further address the full phase space possible for vesicle dynamics and to explore many other biological
and technological applications thereof.
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Appendix A. Variations of the metrics and the curvature tensor

The variation of the metrics are found using Eq. (21):

Ssalgzvawlg-FVﬁWQ—ZWBaﬁ , (A1)
85 = —(ve*wWP 4 vEw® — 2w B*P) (A2)
8S =2S(VaW% —WKy) . (A3)

Likewise, the variation of the curvature tensor is

8Bag = —8(Sp - VaN),
= —8S5-VyN —Sg-VuoN,
=By VW, + By VW + Bg, Vo W
—Bgy BYW + Vo Vs W . (A4)

The variations of the metrics for a curve embedded in the membrane are

SUgy =2egeyt - VsW =2Uqyt - VsW | (A5)
sU =e®eYsUpy =2Ut - VsW , (A.6)
5e® = —e%t- VW, (A7)
8ep =€t - VW . (A.8)

Appendix B. Example cases of the forces that arise from variations in the generalized Hamiltonian

In this appendix, we compute a number of representative examples for forces that arise from the generalized Hamiltonian
given by Egs. (5)-(6).

B.1. Variations of terms involving area integrals in H

Example 1 (Variation of the surface area). The surface area of patch P is A= fp dA, and the functional derivative is
SA
“3R- (KmMN)dA+ [ (—m)dA . (B.1)
P P

Therefore, an energy of the form fp ydA, where y is a constant, leads to the following forces per area and length,

F=yvKuN,
glap =—yn. (B.2)

The force per area f can be interpreted as a surface tension.

Example 2 (Variation of the enclosed volume). The enclosed volume V of a closed surface P is V = % g@ﬁp R - NdA and

sV
SR #(—N)dA .
P

Forces due to turgor pressure or constraints on the enclosed volume are therefore directed in the normal direction N.

Example 3 (Variations of an energy depending on powers of the mean curvature). To compute the forces from an energy that

depends on the nth power of the mean curvature, we consider variations of an energy of the form fp %([(M)”d/\, where

n is a positive integer and « (S) is a locally varying bending modulus for the mean curvature. The resulting forces per area
and length are

f=N|« k=1 M Lynst) _ o (kKM +ﬁv,<
= M n M I M n [
_ K
glop = NVL (ki) — (K ) n. (B3)
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where we assumed §xk =0 when computing the variation. When n = 2, Egs. (B.3) reduce to that for the Helfrich Hamilto-
nian.

Example 4 (Variation of the Gaussian curvature energy). For energies that depend on powers of the Gaussian curvature, we

compute variations of an energy functional fp @K"dA, where n is a positive integer and «(S) is the locally varying

bending modulus for the Gaussian curvature. Then

n—1 K"
f=N [B“ﬁvavﬂ(/d(”‘]) - KKKy — KMAH(ICKn_l)i| + FVHK
K"

8lap = nVL(KK™ ") = Vs(k K™ " Tg) — TgVs(k K™ )] —{ k— |, .

| N[k V1 (K" — Vs(k K" T1g) — g Vs (K" 1)) - (B.4)

where we have again assumed that §x = 0. Note that if n =1 and « = 1, the variation in the energy simplifies to

8 |- KdA

—fg—R = yg{—vsrgN — Kn)dl, (B.5)
P

where the surface integral term disappears as a result of the Gauss-Bonnet theorem, which is why the Gaussian bending
energy is often ignored. However, for vesicles with varying Gaussian bending moduli, which can be a result of phase separa-
tion and coexistence or varying lipid and protein species, the elastic forces from the Gaussian curvature energy are generally
non-zero.

Example 5 (Variation of K}y K™ ). Another possibility is that the energy depends on some combination of powers of the mean

and Gaussian curvatures, in which case we need to compute the variation of fp %K&K’"dA, where n and m are positive
integers. Because we can write the variation as

K™ (KD KK (K
a/iK,”v,KmdA:/"—a <—Mc1A>+/ —M8(—dA>
nm m n n m

P P P

K
—/—K?,,K’”(S(dA), (B.6)
nm
P
the forces that arise from an energy such as this are a combination of the results from Eq. (B.3) with ¥k — % Eq. (B.4)
with k — 8t and Eq. (28) with f — £ K%, K™,

Example 6 (Variation of Vo Ky V¥ Ky ). For energies that depend on the gradient of the mean curvature, we compute the

variation of fp @Va Ky VYK ydA. The resulting forces per area and length are

K
f=N [—(Kﬁ, — 2K)V* (K VarK) = AV (€ VKna) + 5 K VK V° 1<M]
K o
+v (EV‘”‘ KuV*Kn)
glyp =N [—K(K,a — 2KV Ky — V2V K + VLV‘I(KV(XKM)]
Kn o
VK ViKnt = - VaKn VK (B.7)
B.2. Variation of terms involving line integrals in H

Example 7 (Variation of curve length). The length of the boundary curve 9P is [ = 9587, dl. Then setting f =1 in Eq. (38) gives
3l
“SR= (Vstydl = @ (kgn + k,N)dl . (B.8)
P P

From Eq. (B.8), the line energy ol will give rise to line tension o (kgn 4 k,N) along the boundary curve.

Example 8 (Variation of the geodesic curvature energy). Consider the line integral of the function f = %kg, where n is a positive
integer and « (U) can vary along the curve. The resulting force per length along the curve is
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n—1
glop = —V2(ck'm) — Vg ("Txkgt) — 1k kP By (B.9)

For the case where n =k =1, the variation — 9Skgdl 56373 di{— Vzn Vs(kgt) + kon® S# By} simplifies to

‘Wkgdl 55{ VstgN — Kn)dl . (B.10)

As expected from the Gauss-Bonnet theorem fp KdA — %P kgdl = 25T x (P), where x (P) is the Euler characteristic of P,
the right hand sides of Eq. (B.5) and Eq. (B.10) are the same. Eq. (B.10) also agrees with the result from Capovilla [32] and
Tu [33].

Example 9 (Variation of the normal curvature energy). For a line energy 99373 %(kn)"dl, where n is a positive integer and « (U)
can vary along the curve, the resulting force per length is

2n—1
glop = Kk kgBypSPn® — V2(kck~IN) — Vg (Txkgt> . (B.11)
For the case n =k =1, the variation —W = gsap{kgBa,gn“Sﬁ - VSZN + Vs(knt)}dl simplifies to give
glop = —(kgB1 + Vstg)n — 1oN . (B.12)

Example 10 (Variation of the geodesic torsion energy). For an energy that is a line integral of a power function of the geodesic
torsion, f = %(rg)", where n is a positive integer and « (U) can vary along the curve, then resulting force per length is

glap =—V;s [KT (knn+

—NVslte Vs(k Ty 'ng)] . (B.13)

-1
tgt>] + BapSP Vst ng)

When n =k =1, the variation reduces to — M 5637){ Vs(knn) + Bog SPVsng — Vs(ta Vs(ng))N}dl, giving

glop = —(Vskn +kgtg)n + (Vskg — kyTg)N . (B.14)
Example 11 (Variation of B ). Finally, for a line integrand f = B, the force per length is

glop = N(—217 — BY) + n(kekg — V1 Ky — VsTg) . (B.15)
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